YK 621.3.08; 658.562; 620.179.1

SHORT TERM FORECASTING FOR AIR TEMPERATURE
BASED ON PATTERN REPETITION

H.M. Hussein, A.G. Yakunin

In this work, a new prediction method based on adjusted pattern repetition (APR) has
been proposed to assess the performance of temperature measurements. The formation of
the APR model passes through several stages that include the measured data preparation,
the template pattern extraction and the adjustment factor calculation. To evaluate the per-
formance of the APR method, it has been applied to measured temperature sample, and
compared to the alternative forecasting methods, which included, minimum mean square er-
ror (MMSE) forecasting with ARIMA model, Monte Carlo Forecasts and artificial neural net-
works model. These models have been built and simulated using MATLAB. The results indi-
cated that the proposed APR method has the best prediction accuracy and is considerably
faster than the other forecasting models, which makes it the most favorable for online valida-
tion of the weather sensors measurements. The proposed APR method has been used for
online validation of the temperature sensors measurements. It succeeded in detecting the

sensors failures, abnormal measurements and measurements deviations.

Key Words: ARIMA; Monte Carlo; Aftificial intelligence; Temperature; Pattern.

Introduction

Weather forecasting is mainly con-
cerned with the expectations of the weather
conditions in the future. It provides valuable
information about future weather.

There are several approaches involved
in weather forecasting, from relatively sim-
ple observation of the sky to highly complex
computerized mathematical models.

For short-term weather forecasting,
several models have been developed. They
can be divided into three main categories:
parametric, nonparametric, and artificial in-
telligence methods. The parametric meth-
ods formulate a mathematical or statistical
model by examining qualitative relationships
between time series variables. These mod-
els include ARIMA models [1,2], Kalman
filter [3-6], and multiple linear regression [7—
9]. Nonparametric methods allow a forecast
to be calculated directly from historical data
[10-13]. Artificial intelligence based meth-
ods include artificial neural networks (ANN)
and fuzzy logic [14—18].

In this work, a new effective prediction
method will be proposed for validating the
online temperature sensors measurements.

Notes
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- The data for experimental test is ex-
tracted from the weather monitoring system
database in Altai State Technical University
“abc.altsu.ru”;

- Matlab will be used for all simulation
and experimental analysis.

1. Methodology.

The following steps summarize the
formation of the proposed prediction model
(APR) that will be used for evaluating the
temperature sensors measurements.

1. Periodicity detection. This stage in-
cludes:

- Smoothing the measured data. To
remove the noise and distortion, the meas-
ured temperature f(#) will be smoothed using
Moving average, which is the most common
smoothing method.

- Detecting the cyclic behavior of the
temperature measurements. To detect the
periodicity of the measured data, it will be
transformed into frequency-domain repre-
sentation using Discrete Fourier Transform
“DFT”, DFT can be calculated with the fol-
lowing equation:
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Where: N is the measured data sam-
ples.

The sinusoid's frequency is k cycles per
N samples, where 1 <k S N.

Each Zy is a complex number that in-
cludes both amplitude and phase of a si-
nusoidal component of function z,.

The periodicity frequencies of the tem-
perature series can be obtained from the
observing of the significant peaks in the fre-
guency-domain series Z.

2. Template pattern formation. The
template pattern will be constructed from the
temperature series according to the in order
to procedure:

- The temperature series ft) will be
divided into time slot patterns “S”, the period
of each pattern “T” is the inverse of the peri-
odicity frequency. Each point P(t) in the
template pattern will be equal the average of
the analogous points in every pattern in
temperature series, and can be calculated
according to the following equation:

S

1
PM= 55 @) 5
j=1

Where: i = 1, 2,..., m (Number of sam-
ples in every time slot) and S “the total
number of time slots “ = N/T.

- To get one pattern predicted horizon,
P{) will be normalized (by subtracting its
average), then readjusted with adjustment
factor C, which can be calculated using
equation 3.

C
m_,  omg m
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Where: S is the average of the last
time slot.

The Calculation for the adjustment fac-
tor C requires exceptions for two leading
time slots averages S,; and S,,, that can be
calculated from the measured data at the
same time of the previous years.

- Then, the predicted pattern R(t) can
be calculated with the following equation:

R(t) = P(t) + C(t) 4)
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- The previous steps can be repeated
to get a long prediction horizon.

To test the proposed prediction meth-
od, it has been applied to a measured tem-
perature sample. The results will be summa-
rized in the following section.

2. Experimental evaluations

To test the efficiency of the proposed
method, it has been applied to a randomly
selected sample of temperature measured
every 30 second along one month (June
2014) (exactly 23 days, with total 66,240
sample) using the high resolution DS18S20
sensors, which is a part of a full academic
weather monitoring project. “More details
about the project can be found on the web-
site abc.altstu.ru’.

The temperature sample has been
passed through the following stages:

- Preparing the measured data. To
remove the distortions, the measured data
has been smoothed using the moving aver-
age method with half-hour (or 60 sample)
moving window. Then the data has been
divided into two series. The first series Ty
(20 days) has been used to construct the
template pattern. The other one T, (3 days)
has been used as actual data for prediction
horizon to test the accuracy of the predicted
data.

- Template pattern construction. The
Template pattern P(t) has been constructed
according to equation 2.

- The adjustment factor “C” calcula-
tion. The adjustment factor “C” has been
calculated using equation 3. The averages
S+1 and S,, has been calculated from the
same time of the last two years.

- One day ahead prediction. To predict
on day ahead R4, the predicted serried has
been calculated using equation 4.

To predict more two days, the calcula-
tions for the factor C and R has been re-
peated.

- Predicted series validation. To vali-
date the predicted series R, It has been
compared to the actual series T,. The aver-
age of the residuals between the two series
was 0.33, which reflects the good accuracy
of the predicted series

The result of previous procedure has
been plotted in figure 1
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3. Evaluation the proposed prediction
method

To assess the performance of the pro-
posed prediction method, it will be com-
pared to altemative pioneer models for fore-
casting. These alternative models include:

- Minimum mean square error
(MMSE) forecasting with ARIMA model.
ARIMA (Auto Regressive Integrated Moving
Average) models have been used widely for
forecasting in different fields [19-24]. Sea-
sonal ARIMA models can predict tempera-
ture series with good accuracy. Seasonal
ARIMA model has been constructed using
MATLAB. Based on that model, MMSE
forecasts have been calculated recursively
for the same temperature series T, using
the MATLAB function “forecast’. The aver-
age of the residuals between MMSE fore-
casts and the actual series T,was 1.34.

- Monte Carlo Forecasts (MC). This is
an alternative to minimum mean square er-
ror (MMSE) forecasting, which provides an
analytical forecast solution [25-28]. An ad-
vantage of Monte Carlo forecasting is that it
can generate a complete distribution for fu-
ture events, not just a point estimate and
standard error.

The Monte Carlo forecast has been
calculated for the same temperature series
Th using the MATLAB functions “infer” and
“simulate”. The average of the residuals be-

application domains for solving highly non-
linear phenomena involving pattern classifi-
cation and forecasting [29-39].

For forecasting the temperature series,
ANN with 15 hidden neurons has been con-
structed using MATLAB (Fig. 2) and trained
with the series Ty. The trained network has
been used to predict 3 days temperature
future. The residuals average for this predic-
tion was 0.9.

Figure 3 shows that, the predicted tem-
perature series using APR method is more
closed to the actual series than the predict-
ed series from the alternative models.

To assess the performance of the pro-
posed method (APR) and the mentioned
forecasting models, the calculations on the
generated series have been carried out to
get the average, Standard Deviation (SD),
the average of the residuals ('), the Stand-
ard Deviation of residuals (S;), the mean
squared error (MSE), the mean absolute
percentage error (MAPE) and the calcula-
tion time in seconds (t;).

The calculation results are summarized
in the table 1. These results show that the
proposed APR method has the best predic-
tion accuracy and it is considerably faster
than the other forecasting models. The best
competitor is the NN forecasting, but it
needs long time for training the network to
get reasonable results.

Table 1 - Calculation results for the predicted series.

Average SD r S MSE | MAPE% te(s)
Actual 25.84 3.59 - - - -
APR 26.17 3.98 0.33 1.45 2.21 4,22 0.002
MMSE 27.18 4.68 1.34 2.40 7.54 8.50 8.025
MC 28.26 5.41 2.43 3.01 14.96 12.20 8.222
NN 26.33 4.23 0.90 2.26 6.06 6.61 25.43

tween Monte Carlo forecast and the actual
series Towas 2.43.

- Aurtificial Neural Networks forecasting
(NN). Artificial Neural Networks have been a
pioneer achievement in the field of Intelli-
gent Computation. Simulating the ability of
the human brain in order to adapt to com-
plex systems, it's one of the most fascinat-
ing fields of Computer Science.

The important characteristic of neural
networks is their adaptive nature. This fea-
ture makes the ANN techniques common in
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From simulation results, it seems that
the proposed APR method is the most fa-
vorable for online validation of the weather
sensors measurements due to its accuracy
and calculation speed.

The mean issue of the APR is its high
dependency on the series seasonality. So, if
the series changes randomly “i.e. it doesn’t
have a cyclic behavior’, the performance of
the APR may be unsatisfactory.
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The proposed APR method has been
used for online validation of the temperature
sensors measurements. It succeeded to

detect the sensors failures, abnormal
measurements and measurements
deviations.

Conclusion

The experimental results conclude that
the proposed APR prediction method is
much more effective than the alternative
existing models not only in accuracy but
also the execution speed. The performance
of the APR method is highly dependent on
the seasonality of the temperature series.

The proposed method is not applicable
only for temperature series, but it can be
generalized to involve, stock prices, power
consumption in factories, and other similar
series.
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Fig. 1. The temperature actual and predicted series .
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